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Abstract

Hildebrand solubility parameters (d ) at elevated temperatures were computed for models of high-density polyethylene (HDPE) and a
series of butene-based linear low-density polyethylene (b-LLDPE) with different branch contents using molecular dynamics simulation. And
thed values were then used to calculate the corresponding Flory–Huggins interaction parameter (x) between HDPE and various b-LLDPE
models. The results indicate that the level of branch content of b-LLDPE that is required to phase separate the blends in the liquid state is
about 40 branches/1000 backbone carbons, regardless of temperature. This is consistent with the recent small angle neutron scattering
(SANS) findings of Alamo et al. [Macromolecules 1997;30:561–566].q 2000 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Polyethylene–polyethylene miscibility has been a topic
of great academic and commercial interest for the past
decade, owing to its relevancy to the understanding of
processing and performance properties of blends containing
different types of polyethylenes. Despite considerable
efforts that have been made to the subject, a consensus
has not yet been achieved concerning the liquid–liquid
miscibility of such blends. For example, different groups
of researchers have proposed completely opposite views
ranging from total phase separation [1–8] to complete
homogeneity [9–11] for blends composed of high-density
polyethylene (HDPE) and low-density polyethylene
(LDPE) as well as HDPE and linear low-density polyethy-
lene (LLDPE). Nevertheless, in the case of HDPE/LLDPE
blends, researchers have demonstrated unanimously that the
average number of branches per thousand backbone carbons
(i.e. the branch content) of LLDPE is the major molecular
factor that controls miscibility [6–8,10,12]. In particular,
using small angle neutron scattering (SANS), Alamo et al.
[10] have shown that if the branch content of LLDPE is
below 40, HDPE and LLDPE form homogenous mixtures.
However, when the branch content is higher than 80, the
blends phase separate. But the authors made no comments
on the miscibility of such blends with branch contents of

LLDPE intermediate between 40 and 80. On the other hand,
using transmission electron microscopy (TEM), Hill et al.
[6–8,12] have shown that the threshold value for the same
blends is about 60.

To a certain extent, the branch content effect is not totally
unexpected since it is consistent with the Hildebrand solu-
bility parameter formalism. It is well known that the solu-
bility parameter is not only determined by the interaction
energy potential,u(r), but also the local arrangement of the
molecules,g(r), as depicted in the following expression:
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whered is the Hildebrand solubility parameter;DEv/V is the
cohesive energy density;n is the number of molecules;u(r)
is the interaction energy potential; andg(r) is the radial
distribution function. As one can conceive, polyethylene
with different branching characteristics and/or contents
should exhibit different local liquid morphology (i.e. differ-
ent g(r)). Therefore, it is not surprising thatd values of
different polyethylenes can differ and such differences
lead to liquid-liquid phase separation although the interac-
tions between various segments are similar. In fact, recent
theoretical studies of the miscibility of other polyolefin
blends (e.g. polyethylene/polypropylene blends) based
upon Polymer Reference Interaction Site Model (PRISM)
theory and molecular modeling have suggested that misci-
bility of polyolefins is extremely sensitive to differences in
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the short-ranged local structures of the polymers [13–18]. In
other words, in addition to differences in intermolecular
interactions, their miscibility depends strongly on their
packing disparities.

In this article, we report our recent molecular modeling
results on the effect of branch content of butene-based
LLDPE on its miscibility with HDPE. In particular, mole-
cular dynamics simulation has been applied to computed
values of models of HDPE and a series of butene-based
LLDPE with different branch contents in the temperature
range over which these polymers are usually processed. And
the resultingd values were then used to calculate their
corresponding Flory–Huggins interaction parameter (x )
using the well-known expression derived by combining
the Hildebrand solubility and Flory–Huggins lattice
theories [19]:

x � V
RT
�dHDPE 2 dLLDPE�2 �2�

whereV is the molar volume of the smallest monomer unit
among the blend components. In this work, since both
components are polyethylene, the experimental molar
volumes of ethylene monomer unit at various simulation
temperatures were used. The major reason for using the
above expression for calculatingx is that it offers a compu-
tationally less demanding alternative because such an
approach does not require simulation of the blends, only
the pure components. Fortunately, both experimental
studies and theoretical work have suggested that the above
expression is valid for hydrocarbon polymer blends [20]. As
a result, we feel justified for using such a simple approach
for calculatingx .

2. Molecular dyanmcis simulation

Molecular dynamics (MD) simulations were carried out
for six single-chain models of polyethylene using a mole-
cular modeling software package Cerius 2, version 3.5, from
Molecular Simulations Inc. Each model contained a skeletal
chain composed of 500 ethylene monomer units (i.e. 1000
backbone carbons) with a fixed number of short branches
composed of two carbons. The model without branches

mimics the HDPE molecule while the others butene-based
LLDPE. Since the branches distributed randomly along the
skeletal chain, the model molecules resemble to LLDPE
produced by Ziegler–Natta type of catalysts. The respective
branch content was set at 10, 20, 40, 50, and 80 for each
LLDPE model. The main reason for using long chains rather
than short chains (e.g. 100 backbone carbon chains) is to
capture the branch content effect with statistically representa-
tive models. Because of the size of the models, we chose a
united-atom approach to reduce the computational efforts [21].

A Monte-Carlo algorithm, which is based upon the stra-
tegies developed by Theodorou and Suter [22] some years
ago, was used to create the amorphous states of the models
at elevated temperatures. In such procedure, a unit cell was
first created for each molecular model using the experimen-
tal melt density and molecular mass of the chain being
simulated. For example, the melt density of polyethylene,
independent of the branch content [23], at 425 K and
0.1 MPa has a value of 0.779 g/cm3 and the molecular
mass of model 1 (see Table 1) is 14,029 g/mol. Therefore,
the molar volume is approximately 17,974 cm3/mol. Divid-
ing the molar volume by Avorgadro’s number would give
the volume of one molecule. And the size of the cubic unit
cell was then determined simply to be 31× 31× 31 Å3. The
experimental melt density used for the simulations was
calculated using an empirical expression developed by
Rudin et al. [23] and is summarized in Table 1.

The algorithm then placed the midpoint of each chain
randomly into the unit cell and the polymer structures
were grown from the middle outwards. In this growing
process, a hard core radius equivalent to 0.3 of the van
der Waals radius of the united atoms was imposed to
avoid hard overlaps. In addition, an inter-dependent rota-
tional isomeric state (RIS) scheme [24] was used by which
the distribution of any torsion of the skeletal chain was
assigned using the known RIS states with an energy barrier
of 4.186 kJ/mol and the torsion states of its neighboring
bonds. The distribution of the torsion states was calculated
based upon Bolztmann statistics and the chosen simulation
temperature. For the carbon-carbon bonds in the branches,
the distribution of the initial torsions was assigned in a
random fashion since RIS states of those torsions are not
available.
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Table 1
Descriptions of the model systems of polyethylene

Model Branch content
(branches per 1000
backbone carbons)

Molecular mass (g/mol) Experimental density of polyethylene used for the simulations (g/cm3)

425 K (1528C) 450 K (1778C) 475 K (2028C) 500 K (2278C) 525 K (2528C)

1 0 14,029
2 10 14,310
3 20 14,590
4 40 15,151 0.779 0.766 0.753 0.740 0.728
5 50 15,432
6 80 16,273



In addition to the above constraints, each unit cell is also
subject to periodic boundary conditions [25]. The main
advantage of imposing periodic boundary conditions is to
reduce the number of atoms required to simulate the liquid
state of polymers. In general, the initial conformations
created using the above procedure are in a high-energy
state. Energy minimizations were therefore carried out
using a conjugate gradient method to relax all the structures
before the high temperature MD annealings. In regard with
modeling the intra and inter-molecular interactions, a
generic force field, Dreiding 2.21, developed by Mayo et
al. [26], was adopted on account of its simplicity and the
availability of united-atom parameters. In Dreiding 2.21,
like other classical force fields, the total potential energy
of a polymer molecule is described as the summation of
terms arising from the parameterization of the bonding
and non-bonding interactions. For the systems of interest
in the present work, van der Waals interactions, modeled
by a Lennard-Jones 6-12 potential, were the only non-
bonded interactions considered. Off diagonal van der
Waals parameters are obtained using the geometric mean
rule. The non-bonded interaction energy in the periodic cells
was calculated using an Ewald procedure [25]. The corre-
sponding Lennard-Jones parameters are summarized in
Table 2. Harmonic potentials were used to model bond
length and bond angle deformation. All equilibrium bond
lengths and force constant used were 1.53 A˚ and 2930 kJ/
mol/Å, respectively.

In any MD simulation, the selection of force field is of
paramount importance. The force field we used has been

found to be capable of reproducingd values very accurately
for a wide variety of non-ionic surfactants and non-polar
small molecules [27–30]. In fact,d values obtained in the
present work agree very well with recent experimental
results of Han et al. [31] on comparable polyethylene
systems (see Results and Discussion). However, like many
other force fields, Drieding 2.21 suffers from the same draw-
back that the calculated average pressures deviate signifi-
cantly from the experimental values when NVT ensemble is
used (see Table 3). It is not clear why accurated values were
obtained while the calculated average pressures did not
match with the expected value of 0.1 MPa (i.e. 1 atm)
under which the experimental density was measured.
Further investigation is required to resolve this issue. So
far as we know, other research groups have also reported
similar observations [32–34]. In particular, they found that
average pressures obtained in the NVT simulations are
generally within a range of approximatelŷ300 atm from
the experimental values. Nevertheless, since our main inter-
est is in examining the effect of branch content on misci-
bility utilizing the computedd values, we feel justified for
not introducing pressure corrections.

Since united atom models do not give accurate density,
we decided to carry out NVT, instead of NPT, MD simula-
tion, based upon the scheme developed by Nose´ [35] with a
Leapfog numerical algorithm [25], for all models. In this
way, the density, which has a strong influence on the liquid
morphology of the models and the correspondingd , can be
controlled at the experimental values. Note that with the size
of models and the number of MD runs required for the
present study, NPT MD simulation is not practical. In
general, for the same system, an NPT simulation
requires much longer CPU time than that of an NVT
simulation. The simulation temperatures were chosen at
425, 450, 475, 500 and 525 K and the simulation time
was 1000 pico-seconds (ps) with a time step of 1 feto-
second (fs) for all models. It is believed that the simu-
lation time is long enough for the systems to relax and
to achieve thermodynamic equilibrium. Once the MD
trajectories were created, the total energy of the last
100 ps of each simulation was analyzed and used to
computed of the systems. And the detailed procedure
is described elsewhere [36].
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Table 2
Lennard-Jones parameters used for the simulations

United atom type s0 (nm) e0 (kJ/mol)

Carbon with one
implicit hydrogen

0.3983 0.615

Carbon with two
implicit
hydrogens

0.4068 0.829

Carbon with three
implicit
hydrogens

0.4152 1.047

Table 3
Average pressures (MPa) of the model systems obtained in the NVT simulations at various elevated temperatures (note that the pressure that corresponds to the
experimental densities used in the present work is 0.1 MPa)

Model Simulation temperature (8C)

152 177 202 227 252

1 2196^ 31 2154^ 30 2136^ 29 2128^ 30 2120^ 27
2 2175^ 27 2167^ 29 2164^ 29 2152^ 30 2131^ 31
3 2178^ 30 2140^ 28 2160^ 29 2136^ 27 2107^ 24
4 276^ 21 2153^ 36 2126^ 30 2133^ 29 2106^ 29
5 267^ 23 214^ 28 2153^ 26 2125^ 31 2100^ 31
6 279^ 20 2156^ 28 2128^ 26 2104^ 24 298^ 25



3. Results and discussion

The computedd values of the model systems of HDPE
and butene-based LLDPE over the temperature range of 425
K to 525 K are summarized in Table 4. Thêvalues shown
in Table 4 represent the ensemble fluctuations in the
computedd values for a given set of force field parameters
and are not a computational error estimate. Their magni-
tudes, which are rather small, indicate that the MD calcula-
tions are highly reproducible and do not depend on the
initial conformations used. As shown in the same table,

the computedd decreases with increasing temperature as
well as with increasing branch content. Such trends are
consistent with recent experimental observations of Han et
al. [31]. The magnitudes of our interpolatedd values at
1668C are over the range of 17.3̂0.2 to 18.6̂ 0.1
(MPa)1/2 which coincide with theird values obtained from
PVT measurements of comparable butene-based polyethy-
lene systems under the conditions of 1668C and 0.1 MPa
(17.2–18.3 (MPa)1/2).

When the computedd values were used to calculatex
between HDPE and various butene-based LLDPE models,
irregular temperature dependence, as depicted in Fig. 1, was
observed. This is not in accord with the original Flory–
Huggins lattice theory becausex should exhibit an inverse
temperature dependence if there is no change in volume on
mixing. However, such behavior is somewhat expected
because allx was calculated using thed values of the
pure components that have a non-inverse temperature
dependence. It is clear from the Eq. (1) thatd depends on
both V and g(r) that do not depend on temperature in an
inverse fashion. In fact, other researchers have also reported
such non-1/T temperature dependence ofx for other poly-
olefin blends using techniques such as SANS, cloud point
determinations and PVT measurements [37–39].
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Table 4
Computed Hildebrand solubility parameters, in (MPa)1/2, of the model
systems at various elevated temperatures

Model Simulation temperature (8C)

152 177 202 227 252

1 18.6^ 0.1 18.5̂ 0.2 17.8̂ 0.2 17.8̂ 0.1 17.1̂ 0.2
2 18.8^ 0.1 17.7̂ 0.2 18.2̂ 0.2 17.2̂ 0.2 16.5̂ 0.2
3 18.4^ 0.1 18.2̂ 0.1 17.2̂ 0.1 17.2̂ 0.2 16.7̂ 0.2
4 17.9^ 0.2 17.4̂ 0.2 17.2̂ 0.2 16.9̂ 0.2 16.8̂ 0.2
5 17.5^ 0.2 17.1̂ 0.2 16.8̂ 0.2 15.9̂ 0.2 14.9̂ 0.2
6 17.5^ 0.2 17.2̂ 0.2 16.7̂ 0.2 15.5̂ 0.2 15.4̂ 0.2

Fig. 1. Temperature dependence ofx for the blends composed of modeled HDPE and butene-based LLDPE with different branch contents. The data points and
the corresponding standard deviations are shift horizontally for clarity.



According to Fig. 1, when the branch content is low (i.e.
less than 40),x seems to have a week dependence on
temperature and stays very close to zero, the critical inter-
action parameterx critical; deviates considerably from zero
when the branch content is high. The deviation is more
pronounced at higher temperatures indicating that the
blends composed of HDPE and high branch content
butene-based LLDPE may exhibit a LCST type of phase
diagram. It was also observed that thêvalues associated
with the calculatedx are large when the branch content is
high. Such observation is attributed to the largeDd values
obtained rather than the computational inaccuracy. It should
be noted that thê values associated the computedx
(i.e. dx ) were calculated using the following expression
[40]:

dx � 2VDd
RT

d�Dd� �3�

where V, Dd , R, and T carry the same meanings as
defined earlier and d(Dd ) is the ensemble fluctuations
of d obtained from the MD calculations (i.e. thê
values associated with the averaged values). It is
evident from the above expression that larger theDd
is (even though d(Dd ) is very small), larger the dx is.
These statistical fluctuations are inherent in this type of
calculations; therefore, there are no alternatives for
reducing such quantities unless extremely small d(Dd )

values can be obtained. This, in turn, requires the use of
larger molecular systems and number of MD runs that
are practically impossible.

When the computedx was plotted against the branch
content, it is apparent in Fig. 2 thatx changes abruptly at
a branch content of around 40 at all temperatures. And the
change is more pronounced when the temperature is above
500 K. When the branch content is high, say 80, large posi-
tive x values were obtained indicating that the polymers in
question phase separate at all simulation temperatures. The
results are consistent with the findings of Alamo et al. [10].
In fact, at low branch contents, the computedx values are in
good agreement with those obtained by the same authors.

It is worth noting that even though we used extremely
simple models and force field parameters, the data repro-
duce remarkably well the experimentally observed cutoff
branch content values determined by the experimentalists.
These results reinforce once again that the solubility para-
meter formalism, although simple, can be used to describe
the thermodynamics of blend systems containing polyethy-
lenes effectively. The results also suggest that polyethylenes
with different molecular architectures are not necessarily
thermodynamically miscible especially when the branch
contents of them differ considerably. It is evident from the
present work that such differences can lead to largeDd or x
values that promote liquid–liquid phase separation. In
consistent with findings of other researchers [13–18], such
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Fig. 2. The Flory–Huggins interaction parameterx vs branch content of the butene-based LLDPE models at five elevated temperatures. The lines are drawn to
guide the eye.



largeDd is attributed to the differences in the local arrange-
ments of different polyethylene molecules. This can be illu-
strated by plotting thetrans/gaucheratio of the backbone
torsions (t/g ratio) as a function of branch content (see Fig.
3). Note that t/g ratios are used here rather thang(r) since
g(r) of the modeled systems resemble to each other, a
consequence of united atom models. In light of Figs. 2
and 3, it is obvious that the larger the differences in the
t/g ratios, the larger theDd value. However, with the present
data, we cannot rule out the importance ofu(r) because
by adding more branches (i.e. more CH3 and CH
groups) to the skeletal chain of LLDPE molecules,
one introduces more non CH2–CH2 interactions between
HDPE and LLDPE molecules. Further investigation is
needed to de-convolute the packing effects and interac-
tion energy on the miscibility issue.

In summary, we have demonstrated that the phase beha-
vior of blends composed of HDPE and butene-based
LLDPE can be described in the framework of Hildebrand
solubility parameter formalism. Even with the use of highly
simplified molecular models and a generic force field, we
have been able to reproduce the SANS or TEM observation
that the branch content of butene-based LLDPE plays an
important role in determining its miscibility with HDPE.

In particular, when the branch content is high (i.e..40),
the polymers phase separate, and such phase separation
becomes even more pronounced when the temperature is
higher. In the future, we will examine the effects of branch
length and co-monomer distribution on miscibility of such
blends.
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